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Abstract

In multi-objective optimisation, expected hypervolume improvement is a popu-
lar metric for assessing the merit of candidate solutions to guide the optimisation
process. However the computational cost of calculating the EHI can become pro-
hibitive, particularly as the number of objective functions increases. In this paper
we present a new recursive algorithm for calculating the EHI. We show that the al-
gorithm is simple to implement and significantly faster than alternative methods.

1 Introduction
In multi-objective Pareto optimisation the expected hypervolume improvement (EHI) is a popular
metric for measuring the merit of candidate solutions to guide the optimisation process [11, 15, 10].
However the computational cost of calculating the EHI remains a significant hurdle when applying
such approaches [12, 15], particularly as the number of objectives (and hence the dimensionality
of the hypervolume) becomes larger. In particular while heavily optimised algorithms are avail-
able for calculating EHI for up to 3 dimensions (for example [7]) the more general case remains
computationally challenging.
Most approaches to exactly calculating the EHI tend to be cell-based [3, 2, 1, 7]: the space is divided
into cells based on the set of vectors defining (dominating) the hypervolume, the contribution of
each cell calculated, and the result is the sum of all such contributions. Cell-based approaches can
be somewhat complex to implement in the general (n-dimensional) case - for example, in the IRS
algorithm [7] when calculating the contribution of a cell one must calculate correction factors by
enumerating all subsets of the axis {x, y, z, . . .} and calculating the dominated (projected) hyper-
volume for each cross-section so defined. Our aim in the present paper is to provide an algorithm for
calculating the EHI that is both fast (computationally efficient) and simple to implement. To achieve
this we eschew the standard cell-based approach and instead base our method on the Hypervolume
by Slicing Objectives algorithm (HSO, [14]), which is a recursive algorithm for calculating the
hypervolume (not the EHI) of a dominated set. The result is a fast and easy to implement recursive
algorithm for calculating EHI.

1.1 Notation
The integers modulo n ∈ Z+ are denoted Zn = {0, 1, . . . , n− 1} (Z0 = ∅). Column vectors are
written a,b, . . . ∈ An (n ∈ Z+), with elements denoted ai, bi, . . . ∀i ∈ Zn (indices start from 0,
C-style). Following Matlab, n : m = [n, n+ 1, . . . ,m]T for n ≥ m ∈ Z, and if a ∈ An and i ∈ Zpn
then ai = [ai0 , ai1 , . . . , aip−1

]T ∈ Ap.

2 Background
For x,y ∈ Rn we say that x is dominates y, written x � y, if xi ≥ yi ∀i ∈ Zn; and that x strongly
dominates y, written x � y, if x � y and x 6= y. For a finite set X ⊂ Rn we say that X dominates
y, written X � y, if ∃x ∈ X : x � y; and similarly X � y if ∃x ∈ X : x � y. For a finite set
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X = {x0,x1, . . . ,∈ Rn} we define dom(X) to be the set of non-dominated points in X:
dom (X) =

{
xi ∈ X

∣∣ @j 6= i : xj � xi
}

We denote the Lebesgue measure (hypervolume) of Y ⊂ Rn by Vol (Y). The S-metric [16] (hyper-
volume [6, 9], Lebesgue measure [8, 5]) of a finite set X ⊂ (R+)n is defined to be:

Sn (X) = Vol (y ∈ Rn|X � y � 0) ,Sn (∅) = 0

Where we note that Sn (X) = Sn (dom (X)) and Sn ({y}) =
∏
i∈Zn

yi.

Given a finite set X ⊂ (R+)n and an additional vector y ∈ (R+)n the exclusive hypervolume [13]
of y relative to underlying set X, denoted ∆Sn (X|y), is defined as the change in S-metric induced
by adding the additional vector y to the set X:

∆Sn (X|y) = Sn (X ∪ {y})− Sn (X) ≥ 0

If y is drawn from some distribution P the expected hypervolume improvement (EHI), denoted
∆Sn (X| P), is the expected exclusive hypervolume given y ∼ P:

∆Sn (X| P) = E [∆Sn (X|y)|y ∼ P] ≥ 0

The expected hypervolume improvement is commonly used as a measure of merit of a proposed
solution [11, 15, 10].

3 Hypervolume and the HSO Algorithm
The Hypervolume by Slicing Objectives algorithm (HSO, [14]) algorithm is a recursive algorithm
for calculating Sn (X), where X =

{
x0,x1, . . .xM−1 ∈ (R+)

n}. Our first step is to re-express
HSO in the form of a recursive equation which will form the basis of our calculation of expected
hypervolume improvement (EHI). The HSO algorithm calculates Sn (X) as follows:

1. Prune (optional): remove all dominated points from X - that is, X→ dom (X).
2. Sort: sort the points from smallest to largest based on axis 0, so x00 ≤ x10 ≤ . . ., and divide

the hypervolume into slices as shown in figure 2.
3. Recurse: the total volume is the sum of the hypervolumes of all slices, where the volume

of each slice is the length of that slice (that is, xj0 − x
j−1
0 ) multiplied by the hypervolume

of the collapsed slice, which is obtained by excluding objective (axis) 0 as shown in figure
2. The base-case is n = 1 (1-dimensional), where the hypervolume is simply the length.

The prune and sort steps for our EHI calculation algorithm will be the same as the HSO algorithm.
It is convenient to define the following:

• Let m be the number of slices along axis 0 induced by dom (X) = {y, z, . . .} - that is, m
is the number of distinct values in the set {y0, z0, . . .}.
• For each slice j ∈ Zm define ij ∈ ZrjM , rj ∈ Z+, so that {xk|k = ij0, i

j
1, . . . i

j
rj−1} contains

all vectors in dom (X) lying on the upper boundary of slice j while the slices themselves
are sorted:

x
i00
0 < x

i10
0 < . . . < x

im−1
0
0 (sorting)

x
ij0
0 = x

ij1
0 = . . . = x

ijrj−1∀j ∈ Zm (boundary)

• For each slice j ∈ Zm define Xj ∈ (R+)n−1 to dominate collapsed slice j (see figure 2):

Xj =

{
x
ik0
1:n−1,x

ik1
1:n−1, . . . ,x

ikrk−1

1:n−1

∣∣∣∣ k ∈ Zm\Zj
}

where we have used Matlab notation x1:n−1 = [x1, x2, . . . , xn−1]T ∈ Rn−1 and recall
that indices are 0, 1, . . . , n− 1 (start from 0, C style).

• For each slice j ∈ Zm define the lower and upper bounds lj = x
ij−1
0
0 (l0 = 0) and uj = x

ij0
0

on axis 0; and the length Lj = uj − lj of slice j ∈ Zm (Lm = 0 for convenience).

Thus the hypervolume of collapsed slice j ∈ Zm is Lj Sn−1 (Xj), and we may write the formula
for calculating the S-metric, as implemented by the HSO algorithm, in recursive form:

Sn (X) =

{ ∑
j∈Zm

Lj Sn−1 (Xj) if n > 1
L0 if n = 1

(1)

which is straight-forward to code. Each step in the recursion reduces the dimensionality of the
problem by 1, eventually terminating at the trivial 1-dimensional base-case.
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4 Exclusive Hypervolume
Given a set X = {x0,x1, . . . ∈ (R+)

n} and an additional vector y ∈ (R+)n the exclusive
hypervolume is defined as the change in hypervolume induced by adding y to X [13] - that is,
∆Sn (X|y) = Sn (X ∪ {y}) − Sn (X) ≥ 0. For notational convenience we define um = ∞,
Lm = 0, Xm = ∅. Let p ∈ Zm+1 be the slice in which the additional vector y lies - that is,
p = p ∈ Zm+1|lp ≤ y0 < up, where p = m corresponds to y0 being not less than x0 ∀x ∈ X. From
(1) it may be seen that ∀n > 1:

Sn (X ∪ {y}) =
∑
j∈Zp

Lj Sn−1 (Xj ∪ {y1:n−1}) + (y0 − lp)Sn−1 (Xp ∪ {y1:n−1}){
+ (up − y0)Sn−1 (Xp) +

∑m
j=p Lj Sn−1 (Xj) if p < m

}
It follows that:

∆Sn (X|y) =

{ ∑
j∈Zp+1

L̂j ∆Sn−1 (Xj |y1:n−1) if n > 1

max (0, y0 − L0) if n = 1
(2)

where L̂j = Lj ∀j ∈ Zp and L̂p = y0−lp. The base-case (n = 1) here is the exclusive hypervolume
(change in hypervolume) in 1-dimensional space, which is just the change in dominated length. The
exclusive hypervolume may be calculated directly using a slight variant of the HSO algorithm. The
prune and sort steps remain unchanged, and the position p may be trivially calculated. The structure
of the recursive equation is also much the same, except that the range of summation is different
(j ∈ Zp+1 rather than Zm), the length Lj has been replaced by L̂j , and the base case differs.

5 Expected Hypervolume Improvement
In multi-objective optimisation we often wish to calculate the expected hypervolume improve-
ment. This is similar the the exclusive hypervolume, except that y is treated as a random vari-
able rather than a known quantity. Suppose y ∼ P , where P is some distribution, such that
the scalar components y0, y1, . . . are drawn from independent distributions yi ∼ Pi ∀i ∈ Zn (so
P = P0 ⊗ P1 ⊗ . . . ⊗ Pn−1). Further assume that ∀i ∈ Zn the distributions Pi are continuous
distributions with densities fi (z). The expected hypervolume improvement is:

∆Sn (X| P) = E [∆Sn (X|y)|y ∼ P]
=
∫∞
z0=0

. . .
∫∞
zn−1=0

∆Sn (X| z) f0 (z0) . . . fn−1 (zn−1) dz0 . . . dzn−1
=
∑
p∈Zm+1

∆Sn;p (X,P) if n > 1

where, recalling that l0 = 0, um =∞ and uj = lj+1, we have defined:

∆Sn;p (X| P) =
∫ up

z0=lp

∫∞
z1=0

. . .
∫∞
zn−1=0

∆Sn (X| z) f0 (z0) f1 (z1) . . . dz0 . . . dzn−1

Using (2) it follows that:

∆Sn;p(X|P)=
∫up

lp
(z−lp)f0(z)dz∆Sn−1(Xp|P1:n−1)+

∑
j∈Zp

Lj
∫up

lp
f0(z)dz∆Sn−1(Xj |P1:n−1)

where we have slightly abused Matlab notation by denoting P1:n−1 = P1 ⊗ P2 ⊗ . . . ⊗ Pn−1.
Combining these results, and recalling that Lm = 0, Xm = ∅, it may be seen that:

∆Sn (X| P) =

{ ∑
j∈Zm+1

L̃j ∆Sn−1 (Xj | P1:n−1) if n > 1

L̃m if n = 1
(3)

where L̃j =
∫ uj

lj
(z − lj) f0 (z) dz + Lj

∫∞
uj
f0 (z) dz ∀j ∈ Zm+1. This recursive equation allows

us to calculate EHI using a simple variant of the HSO algorithm. There are two distinguishing
features here that differ from the HSO algorithm, namely that the range of summation is j ∈ Zm+1

(as opposed to j ∈ Zm in (1)); and the lengths Lj used in the HSO algorithm must be replaced by the
distribution-dependent scaling factors L̃j . We call this variant of the HSO algorithm for calculating
EHI the ∆HSO algorithm.

Depending on the distribution the density-dependent scaling factors L̃j may be derived in
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Figure 1: Average EHI computation times (sec-
onds) versus dataset size. ConvexSpherical
on left, ConcaveSpherical on right,
∆HSOfast versus IRS (dashed line) on
top; ∆HSOfast versus ∆HSO (dotted line) on
bottom. Key: · (n = 1), ◦ (n = 2), × (n = 3),
+ (n = 4), ∗ (n = 5), � (n = 6), ∇ (n = 7).

Figure 2: HSO algorithm operational example.
Points are sorted according to axis x0 to ob-
tain the index vectors i0, i1, i2. The block (top
left) is then divided into 3 slices (bottom) that
are then collapsed by removing axis x0. The
hypervolume is the sum of the slice length (on
x0 axis) multiplied by the hypervolume of the
collapsed slice - i.e. S3 (X) = 3S2 (X0) +
1S2 (X1) + 2S2 (X2).

closed-form. For example, suppose Pi = N
(
µi, σ

2
i

)
∀i ∈ Zn. It follows that fi(z) =

(2σ2
i π)−1/2 exp(−(z − µi)2/(2σ2

i )), and it is not difficult to show that:∫M
m
fi (z) dz= 1

2

(
erf

(
M−µi√

2σ2
i

)
− erf

(
m−µi√

2σ2
i

))
∫M
m

(z−m)fi(z)dz= m−µi

2

(
erf

(
m−µi√

2σ2
i

)
−erf

(
M−µi√

2σ2
i

))
+ σi√

2π

(
exp
(
− (m−µi)

2

2σ2
i

)
−exp

(
− (M−µi)

2

2σ2
i

))
and hence:

L̃j = σ0e
(
lj−µ0√

2σ2

)
− σ0e

(
uj−µ0√

2σ2

)
∀j ∈ Zm, L̃m = σ0e

(
lm−µ0√

2σ2

)
(4)

where e (z) = z√
2

(erf (z)− 1) + 1√
2π

exp
(
−z2

)
.

6 Experimental Validation
In our experiments we have compared three algorithms: ∆HSO (our algorithm), ∆HSOfast (an opti-
mised version of our algorithm that (a) retains a cache of calculated Eij = σje((x

i
j − µj)/(

√
2σj))

values and (b) pre-calculates index vectors ij etc that depend only on X) and IRS (the algorithm de-
scribed in described [7]). All simulations were written in C++. We have used the ConvexSpherical
and ConcaveSpherical datasets from [4] with 1 ≤ n ≤ 9.
We have validated our method by comparing the output of ∆HSO with IRS for all experiments.1
Figure 1 shows the average computation time (computed over 1000 sequential evaluations each) for
a single evaluation of EHI for ∆HSO, ∆HSOfast and IRS algorithms. As can be seen from these
results ∆HSO is significantly faster than IRS, and moreover ∆HSOfast is faster than ∆HSO.

7 Conclusion
We have presented a simple recursive algorithm (∆HSO) for calculating the expected hypervolume
improvement (EHI) using a variant of the recursive hypervolume slicing optimisation (HSO) algo-
rithm used for calculating hypervolume (not EHI). In contrast to most cell-based approaches, our
method is recursive and therefore very easy to implement. We have shown that the computational
cost of our approach in practise is better than that of comparable cell-based algorithms (IRS). We
have also presented an optimised form of ∆HSO, called ∆HSOfast, and studied the relative merits
of ∆HSOfast and ∆HSO.

1For validation of results we also implemented a simplified version of [1]. As we implemented only a
simplified version of this algorithm (using binary cells rather than WFG generated ones) we have not reported
timings as they are not representative of the full version.
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