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Abstract

Bayesian optimization (BO) is posed as a sequential problem where each exper-
iment is completed before selecting a next one. However, it is often desirable
to simultaneously explore using batches of parameters, especially when parallel
processing facilities are available. Existing works have addressed batch BO in
different ways. Still, the existing approaches are not scalable to large batch size
or when the function evaluations are cheap. In this paper, we propose a computa-
tionally efficient batch Bayesian optimization based on a new exploration strategy
using geometric distance. Our relaxation reduces the complexity in computing
batch BO and also provides an alternative way for exploration, selecting a point
far from the already observed locations. We theoretically formulate that our new
strategy is a special case of the standard GP variance. We derive convergence
analysis for the proposed batch BO approach. We present extensive experiments to
show that our distance-based approach outperforms the state-of-the-art methods in
both computational efficiency and performance.

1 Introduction

The optimization of the expensive black-box functions based on noisy observations is a funda-
mental problem in various real-world domains, e.g., material design [2] and machine learning
hyper-parameter optimization [17]]. In recent years, Bayesian optimization (BO) has received consid-
erable attention in tuning hyper-parameters for complex models and algorithms in machine learning,
robotics and experimental designs [3 [16, [13} 15} 14} [12].

The standard Bayesian optimization suggests one evaluation at a time. However, in many situations,
it is desirable to run multiple evaluations in parallel so that we can speed up the process of finding the
optimal setting. Such scenarios appear, for instance, in optimizing computer models where several
cores are available to run in parallel. Another example is in wet-lab experiments, wherein the need
for batch experiments is more pronounced as the cost of testing one experimental design is the same
as testing a batch of them.

Related work. Existing work has addressed batch Bayesian optimization in multiple ways. Con-
stant liar (CL) [[7] iteratively constructs a batch of ¢ points. Another direction [4} 6] in batch BO
exploits a crucial fact about GP: the predictive variance depends only on the feature x, but not the
outcome values y. BUCB algorithm [6] extends the sequential UCB to a batch setting. BUCB selects
a first point in a batch using a standard UCB. Then, it updates the predictive variance using the new
point which in turn alters the acquisition function to select a next point. Slightly different from
BUCB, UCB-PE [4] only select a point from a relevance region which is potentially containing the
higher value. The relevant region is sequentially updated after each iteration. Thus, this computation
makes UCB-PE more expensive than BUCB.
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Recently, UCB-PE [4] is shown to be equivalent to the determinantal point process (DPP) [10, 9] that
models the diversity of all elements in a batch via a greedy algorithm. Another batch approach is
local penalization (LP) [8] which iteratively penalizes the current peak in the acquisition function to
find the next peak. LP depends on the estimation of Lipschitz constant to flexibly penalize the peaks.
However, the Lipschitz constant L is unknown in general and not trivial to estimate. Batch BO can
also be developed using simulation matching [[1], information-based policies [15]], infinite GMM [13]
and parallel knowledge gradient [18]].

Contribution. To improve the scalability in batch BO, we propose an alternative view which
utilizes the geometric distance of the observations for exploration rather than the standard predictive
variance. Our intuition is based on the fact that the best location for exploration should not be
close to the existing observations. Based on this view, we present a simple, but effective strategy
for batch Bayesian optimization. Our method reduces the computational complexity required to
(repeatedly) compute the predictive variance in Gaussian process. We show theoretically that our
distance exploration is a special case of using the GP predictive variance and derive the sublinear
convergence analysis for the proposed approach.

2 Distance Exploration for Scalable Batch Bayesian Optimization

We present our intuition for exploration using geometric distance and show that this view is a special
case of the standard GP variance. We present some theoretical properties and convergence analysis.

2.1 Geometric distance for exploration (DE)
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Lemma 1. Let denote [x] = arg ming, ep, ||€ — x;||, the GP predictive variance at x defined by
the nearest observation [x] is computed as o} (x) = 1 — exp? (—||z — [z]]|*/0}) .
Theorem 2. The distance exploration (DE) selects a data point x4 by maximizing the distance from

& to its nearest observation x; € D,. The DE selection is equivalent to maximizing the predictive
variance in standard GP defined by the nearest observation as
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2.3 Convergence Analysis

We present the key theoretical results and refer to the supplement for the proofs.



Algorithm 1 UCB-Distance Exploration (DE) for Scalable Batch Bayesian Optimization.
Input: Dy, T', batch size B

1: for t=1toT do
2:  Obtain the first element from UCB z; ; = argmax,cx af B (z),and Dy 1 = Dy Umy 1.

3 for i=2to B do

4 Obtain @, ; = arg max,cx [arg ming ep, ,
5. end for '
6

7

T —CL‘ZH] and Dt,i = Dt,ifl Uxy ;.

Evaluate in parallel y; , = f (24),V0 < Band Dy = Dy_1 U (@, yt,b)le.
: end for

Output: Tmax; Ymax

Lemma 3. We bound the maximum information gain of the Distance Exploration using sublinear
DE
term as vPE < O (Zthl t*%) and limy_, o 2= = 0.

Theorem 4. Let yrp be the maximum information gain of DE, § € (0,1) and define fr =
2log (| X|7w2T?/66), C = 32/ log (1 + o~ 2) then with probability at least 1 -8 the cumulative batch

regret of our UCB-DE obtains the sublinear regret as R? <4/ %CﬂTﬂyTB and limp_, R? /T =0.

Similar to the sublinear regret bound of the previous batch approaches, our proposed UCB-DE
achieves a desirable asymptotic property of an algorithm which is no-regret, i.e. limy_,o, RZ /T = 0
and ensures the algorithm converged better than linear rate (e.g., of the random algorithm). It
should be noted that our regret bound may be worse than the bounds of BUCB, UCB-PE and DPP
by a constant factor because the DE offers a greater level of exploration than SE kernel and thus
yre > Yo ~ O(d(InT)) [9]. However, unlike multi-arm bandits, for Bayesian optimization
the performance achieved at the end of the optimization process, i.e. maxy.,ep, f (), is more
important than the cumulative regrets, occurred throughout the process to get that performance.

2.4 Computational Complexity

Let denote T #iteration, B #batch size, d #dimension, N = T B #observation. Let consider the
number of evaluations in global optimization step be 10¢ (grows exponentially with the dimension).
We consider the Cholesky decomposition for matrix inversion with the cost of O(N?). Both BUCB
and our approach are similar in computing a first point in a batch with the complexity of O(109T N?).
The difference in computation is from selecting B — 1 points in T iterations. In BUCB, once we
insert a new element into a batch, we need to perform Cholesky update for the inverse covariance
matrix. After multiplying with (B — 1) and noting that N = T B, we have O(10¢N?) for BUCB
and O(10%N?) for us. Thus, our approach is one order cheaper than BUCB in selecting B — 1 points
in a batch. Then, our DE offers scalable solution for batch BO with larger batch size B, higher
dimension d and more observation N.

2.5 Connection to Determinantal Point Process and UCB-PE

Next, we relate our strategy to k-DPP which is a distribution over all discrete subsets A € A [10]
with the probability p (A) ~ det (K 4). The goal is to pick a subset A with k elements such that p (A)
is maximized [10]. Thus, all of the elements in set A are diverse due to the property of det (K 4).

One of the intermediate steps in proving Theorem ] (see the supplement and also discussed in [9])
that
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At an iteration t after choosing the first element, let the kernel matrix be K,; = I +

o2 [ke1 (i, pj)); ; over all possible points p;,p; € X. We can see that the product of the last
B — 1 terms in Eq. (T) is exactly B — 1 principal minor of the kernel matrix K ; formed by the

indices corresponding to A = {x,}£_,. Thus, we conclude that our UCB-DE is a special case of
the k-DPP, where k = B — 1, via a greedy algorithm.



Table 1: Best-found-value comparison on benchmark functions with 7' = 10d and B = 5.

| Functions [ Hartmann [ Ackley | Alpine2 [ Hartmann | gSobol |
Dim 3D 5D 5D 6D 10D
CL | UCB | -3.862(.00) | 10.53(1.51) | -46.46(30.8) | -2.747(0.05) | 678.2(304)
LP | UCB | -3.833(.03) | 15.52(2.31) | -63.54(21.6) | -2.987(0.03) | 500.8(347)
BUCB -3.488(.26) | 10.21(0.62) | -45.93(15.1) | -2.847(0.09) | 432.9(476)
UCB-PE (DPP) | -3.691(.13) | 12.90(1.15) | -48.86(7.53) | -2.903(0.06) | 320.8(340)
UCB-DE -3.862(.00) | 11.41(2.17) | -52.84(0.0) | -3.098(0.07) | 228.3(224)
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Figure 2: Left: Time comparison with different batch size. Right: Comparison on real experiments.

3 Experiments
The proposed UCB-DE outperforms the baselines in CPU time whilst achieving comparable results.

Comparison on benchmark functions. We compare the performances using benchmark objective
functions which the dimensions range from 3 to 10. We set the batch size B = 5 so that all of the
methods have a similar budget. We present the result in Table [T] that all of the methods perform
generally well and competitive. This is because all methods are quite similar in selecting the first
element in a batch. In addition, our proposed UCB-DE performs superior to the baselines for 4 over
5 cases. This is because the selected points by DE is more explorative and far from the observed
location than the choices of using GP variance. However, in situation that requires more exploitation,
such as Ackley function, our UCB-DE fails against the BUCB and CL.

Computation comparison. As our focus is to speed up batch BO by offering a simpler but equiva-
lent solution to the existing techniques. In Fig. 2] we compare the CPU time w.r.t. different batch
sizes B = 5,10, 15,20 on Hartmann 6D function. UCB-PE (DPP) takes the most computation cost
because it repeatedly computes relevant regions and search for the highest variance location in these
regions. BUCB only updates the predictive variance while it keeps the mean function fixed. Hence,
BUCSB is cheaper than CL which requires updating both mean and variance.

Our proposed approach outperforms all baselines in computation. Especially, when a batch size
B increases, our UCB-DE computation seems invariant and surpasses the others in an order of
magnitude. Because increasing a batch size results in more observations, the number of GP updates
(after each element is added into a batch) increases and also each GP update is more costly O (N 3)
due to large observations. In contrast, computing a distance in DE is much cheaper and our UCB-DE
cost is almost similar to the cost of the sequential setting (B = 1).

Hyperparameter tuning. We optimize the hyper-parameters for the BNMC [11] on Scene dataset
using the public code. There are 6 hyper-parameters to tune so that the F1-score is maximized.

We compare the performances under the axis of running time (both optimization and evaluation). The
experiments show that our method achieves generally the best performance (in terms of F1-score
and strength) within the shortest time (see Fig. [2). This is because the proposed DE can prevent the
complexity of GP and thus run much faster. In addition, our approach also offers a greater level of
exploration based on geometric distance.
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