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Abstract

Bayesian optimization is a powerful approach for the global derivative-free optimization of non-convex expensive functions. Even though there is a rich literature on Bayesian optimization, the source code of advanced methods is rarely available, making it difficult for practitioners to use them and for researchers to compare to and extend them. The BSD-licensed python package RoBO, released with this paper, tackles these problems by facilitating both ease of use and extensibility. Beyond the standard methods in Bayesian optimization, RoBO offers (to the best of our knowledge) the only available implementations of Bayesian optimization with Bayesian neural networks, multi-task optimization, and fast Bayesian hyperparameter optimization on large datasets (Fabolas).

1 Introduction

Bayesian optimization (BO) is a successful method for globally optimizing non-convex, expensive, and potentially noisy functions that do not offer any gradient information [Shahriari et al., 2016, Jones et al., 1998]. Due to its sample efficiency, BO has proven to be particularly useful for applications in which single function evaluations are very expensive.

In its vanilla blackbox version, BO tries to find a global optimizer \( x \in \arg \min f(x) \) of a blackbox function \( f : \mathbb{X} \rightarrow \mathbb{R} \), only through noisy observations \( y(x) = f(x) + \epsilon \) of the function, where \( \epsilon \sim \mathcal{N}(0, \sigma_{\text{noise}}^2) \). At BO’s core is a probabilistic model \( p(f|D) \) that captures the current belief of the objective function \( f \) given previous observations \( D = \{(x_0, y_0), \ldots, (x_i, y_i)\} \). In each iteration \( i \), BO optimizes a so-called acquisition function \( a : \mathbb{X} \rightarrow \mathbb{R} \) based on \( p(f|D) \) that trades off exploration and exploitation to determine the next query point \( x_{\text{new}} \in \arg \max a(x) \). After observing the outcome, \( p(f|D) \) is updated and the next iteration begins.

In recent years, the traditional blackbox constraint has been lifted and several extensions of Bayesian optimization have been studied:

- The considerable cost usually associated with an observation can sometimes be reduced by evaluating related tasks which can be queried in addition to the function of interest as studied in the multi-task BO framework of [Swersky et al., 2013]. A special case of this is training a machine learning algorithm on only a subset of the data, as studied by [Klein et al., 2017a].
If the function to be optimized returns intermediate results, such as, e.g., the trace of an optimizer or the learning curve of a neural network, this additional information can be used to build a better probabilistic model. Handling this additional information effectively requires scalable models; to address this problem Swersky et al. [2014] introduced a special-purpose approximate GP and Klein et al. [2017b] studied a Bayesian neural network approach.

Previous evaluations on related functions (e.g., other datasets) can accelerate the optimization, as studied for example by Swersky et al. [2013] and Feurer et al. [2015].

To facilitate work on Bayesian optimization that goes beyond blackbox optimization, we introduce RoBO, a new flexible Bayesian optimization framework in Python.

2 RoBO

RoBO is a new Bayesian optimization framework that offers an easy-to-use python interface inspired by the API of SciPy [Jones et al., 2001] to allow users to deploy it easily within their python programs. All code is published under the permissive BSD license and available at https://github.com/automl/RoBO. Tutorials and fully worked examples for using RoBO are available as part of the package’s documentation. It provides implementations of different models and acquisition functions and in this way offers some robustness to guard against model mismatch.

2.1 Blackbox Optimization

At RoBO’s core is an implementation of the standard Bayesian optimization algorithm that allows for a range of different models and acquisition functions.

Models. While most other BO packages only support Gaussian processes (GPs) [Rasmussen and Williams, 2006] and [Snoek et al., 2012] to model \( p(f|D) \), GPs are not always the best choice. For example, while they tend to yield the best results in low-dimensional, continuous spaces, random forests [Breimann, 2001] and Hutter et al. [2011] have been shown to yield better performance in high-dimensional spaces with conditional and categorical choices [Eggensperger et al., 2013]. In terms of computational complexity, vanilla GPs are limited by their cubic scaling in the number of data points, but BO with random forests or approximate GPs [Hutter et al., 2010] easily scales to many data points. A recent popular class of models are Bayesian neural networks [Neal, 1996], which combine well-calibrated uncertainty estimates with strong scalability to high dimensions and many data points; in particular, Snoek et al. [2015] used Bayesian linear regression based on the features in the last layer of a neural network, and Springenberg et al. [2016] used a fully-Bayesian treatment in their Bohamian method by sampling the network weights using stochastic gradient Hamiltonian Monte-Carlo [Chen et al., 2014].

RoBO implements all of GPs, random forests, and the fully Bayesian neural network from Bohamian, making it the BO framework that – to the best of our knowledge – supports the largest breadth of models; in particular, we are not aware of another BO framework that supports Bayesian neural networks. Figure 1 visualizes RoBO’s different model fits on a small, one-dimensional example to illustrate the different models.

In contrast to random forests, GPs are usually very brittle with respect to their own hyperparameters. RoBO supports two different ways to tune the GP hyperparameters: (1) maximizing the marginal log-likelihood [Rasmussen and Williams, 2006] or (2) marginalizing over hyperparameters by sampling from the marginal log-likelihood [Snoek et al., 2012]. For each hyperparameter we define the same priors as described by Snoek et al. [2012].

Acquisition functions. RoBO supports standard acquisition functions from the literature, such as expected improvement (EI) [Jones et al., 1998], upper confidence bound [Srinivas et al., 2010] and probability of improvement [Jones et al., 1998]. It also supports entropy search [Hennig and Schuler, 2012], which, instead of trying to sample points with low function values, models the distribution of the optimum \( p_{\text{min}}(x|D) := p(x' \in \arg \min_{x' \in X} f(x')|D) \) and, in each iteration, selects the point \( x_{\text{new}} \) that minimizes the entropy of this distribution. RoBO contains two different versions of this acquisition function, which use the EPMGP algorithm [Cunningham et al., 2012] or MC sampling to approximate \( p_{\text{min}} \), respectively. RoBO supports the use of CMA-ES [Hansen, 2006], DIRECT
Figure 1: Comparison of different models for the objective function in a one dimensional example. Left: GP, middle: Bayesian neural network; right: random forest. While the Gaussian process is very expressive and allows to incorporate priors easily, the other two scale better to higher dimensions and a large number of observations.

[Jones et al., 1993], random search, and various optimizers from SciPy to optimize its acquisition function.

2.2 Beyond Blackbox Optimization

RoBO also goes beyond the optimization of a blackbox function \( f : \mathbb{X} \rightarrow \mathbb{R} \) by allowing the specification of a function \( g : \mathbb{X} \times \mathcal{T} \rightarrow \mathbb{R} \) that includes a task \( t \in \mathcal{T} \) as additional input and is linked to \( f \) by \( f(x) = g(x, t_{\text{target}}) \). Specifically, RoBO implements two state-of-the-art methods for such problems:

Multi-Task Bayesian Optimization (MTBO). MTBO [Swersky et al., 2013] enables BO to make use of previously sampled function observations on different, but correlated tasks. This instantiates the domain \( \mathcal{T} \) of the additional input variable \( t \) to a finite set, often just with two elements: an auxiliary task \( t_{\text{aux}} \) and a target task \( t_{\text{target}} \). The auxiliary task can, e.g., describe the same algorithm evaluated on another dataset, a smaller dataset, or intermediate results in case of an iterative algorithm.

Fabolas. To speed up the hyperparameter optimization of machine learning algorithms on large datasets, [Klein et al., 2017a] developed a GP-based BO method that can reason over arbitrary subsets of the training data. Their method Fabolas instantiates the domain of task variable \( t \) to \( \mathbb{R} \), or, in general to \( \mathbb{R}^d \). Applied to dataset subsampling, this allows it to quickly learn about the performance with a dataset size without ever evaluating with it. In particular, it can learn about the performance on the full dataset by only evaluating on subsets of various sizes and extrapolating its predictions.

3 Experiments

We now show two experiments that highlight RoBO’s flexibility. First, we compare the different models and acquisition functions implemented in RoBO against the GP-based BO tool Spearmint [Snoek et al., 2012] and the random forest based BO tool SMAC [Hutter et al., 2011]. Then, we demonstrate the benefits of going beyond blackbox optimization by exploiting cheaper tasks. We provide code for running all of these experiments (as well as examples and tutorials) in RoBO’s repository at [https://github.com/automl/RoBO](https://github.com/automl/RoBO).

In the first experiment, we optimize three different synthetic functions from the blackbox optimization literature. In each iteration, we query every optimizer to return the estimated global optimum \( \hat{x}_* \) (i.e. incumbent) and report the immediate regret \( |f(\hat{x}_*) - f(x_*)| \) to the true optimum \( x_* \). The methods are the following:

- **GP**: GP model, EI acquisition function, max. likelihood estimate of hyperparameters
- **GP-MCMC**: same as GP, but samples hyperparameters from the marginal likelihood
- **Entropy-Search**: same as GP-MCMC, but information gain as the acquisition function
- **Bohamiann**: Bayesian neural network model, expected improvement acquisition function
- **RF**: Random forest model, expected improvement acquisition function

Figure 2 shows the mean immediate regret of 50 independent runs of each method. As expected, the Gaussian process based optimization methods (GP, GP-MCMC, Entropy Search, and Spearmint)
work very well on these low-dimensional continuous benchmarks, especially when the GP’s hyper-
parameters are properly treated (GP-MCMC and Spearmint). RoBO’s performance is very similar
to that of Spearmint when using the same model type (GP-MCMC). While the random forest and
Bayesian neural network models do not perform as well as the GP in these small-scale experiments,
they exhibit better scaling behavior to high dimensions and many function evaluations.

In the second experiment, we showcase the large improvements that are possible by going beyond blackbox
optimization. As a benchmark, we optimize the $C$ and $\gamma$ hyperparameters of a SVM on MNIST, using an
additional input $s$ to actively control the size of the dataset used for evaluating each combination of $C$ and $\gamma$.
Following Eggensperger et al. [2015], we constructed a surrogate benchmark based on performance evaluations for
400 different combinations of $C$ and $\gamma$ on MNIST collected by Klein et al. [2017a] for dataset sizes ranging in
powers of two from $\frac{1}{512}$ of the dataset to the full one, and perform all our experiments on this surrogate benchmark.

While standard BO methods are of course applicable for this problem, specialized methods can be dramatically faster by performing
most of their optimization on cheap subsets of the data. In particular, we study Fabolas and MTBO, in the latter using a quarter of the total dataset as the auxiliary task. In Figure 3, we report the
test error of the incumbent identified and the estimated wall-clock time that was necessary to find this
configuration. We note that both MTBO and Fabolas have long converged by the time the blackbox
optimization techniques have finished their first function evaluation. This is possible due to the much
faster function evaluations when running on subsets of the data and demonstrates why it is crucial to
go beyond the limiting blackbox formulation in hyperparameter optimization.

4 Conclusion

We introduced RoBO, a flexible Bayesian optimization framework in python. For standard GP-based
blackbox optimization, its performance is on par with Spearmint while using the permissive BSD
license. Most importantly, to the best of our knowledge, RoBO is the first BO package that includes
Bayesian neural network models and that implements specialized BO methods that go beyond the
blackbox paradigm to allow orders of magnitude speedup.

1 Using a surrogate instead of evaluating an actual SVM in each function evaluation is much cheaper (thus allowing for more repetitions in order to obtain more reliable results) and also allows us to easily make the code for running the entire benchmarking experiment available. The repository also includes a fully-worked example for using Fabolas to tune an actual SVM implemented in scikit-learn [Pedregosa et al., 2011].
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